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This article raises important concerns about the rise of self-determining machines in 

today’s world. Such concerns have long been explored in science fiction, but advances in 

technology mean these questions now take on urgency in the real world. From a scientific 

perspective, the issue until now has focused largely on how to make these fictions a reality, 

overcoming the physical and technical limitations of robots. But it is becoming increasingly 

clear that their presence also presents society with a broader set of ethical dilemmas.

One of these dilemmas, for instance, lies in weighing the benefits that robots produce 

against the harm that they can cause. Using self-determining machines for travel or 

production greatly lowers the possibility of accidents, as machines are less prone to error 

than human beings. In the military, drones can be deployed in place of soldiers in the field of 

battle, lowering the risk of death and injury. But for all the benefits of self-determining 

machines, it is also possible for them to cause enormous harm. When something goes wrong it 

is often catastrophic, and a lack of oversight makes such machines more vulnerable to attack 

by criminals or terrorists. The greatest fear, though, comes from their potential use by a 

government against its own people.

A second ethical dilemma presented by the use of self-determining machines arises when 

they are required to make choices that fall into a moral grey area. What happens, for 

instance, when a drone fires on an enemy target that also results in the death of innocent 

civilians? Should a driverless vehicle swerve to miss a small child, even if it imperils the life 

of its passengers? Machines are rarely capable of making these difficult decisions in a way 

that sits comfortably with the morality of most human beings.

As Asimov’s set of robot rules demonstrate, the attempt to provide a single answer to 

these complex questions simply does not work. Solutions will need to be tailored to the 

specific field in which the machine operates. Weapon systems, for instance, will need to have 

built-in safeguards, in much the same way that computers involved in automatic stock trading 

currently do. The retention of some human oversight is also crucial, so that proper 

consideration can be given when a machine encounters a moral decision that exceeds its 

capacity for proper judgment. System design could be improved by bringing together ethicists, 

psychologists, engineers, and scientists, drawing insights from specific areas like experimental 

psychology and game theory in order to learn how best to respond to a crisis. Combining the 

technical and the moral aspects through such collaboration would give society the best chance 

of resolving this ethical dilemma.


